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Abstract—In a cooperative wireless network, there may be
many potential relays within radio range of a source; similarly,
there may be many potential sources seeking to use relays.
Allocating these resources is a non-trivial optimization problem.
In this paper, fractional cooperation is considered, where each
potential relay only allocates a fraction of its resources to
relaying. It is shown that linear programming can be used
to optimally allocate resources in multi-source, multi-relay net-
works, where the relays use a demodulate-and-forward (DemF)
strategy, and where the transmissions are protected by low-
density parity-check (LDPC) codes. Compared with existing
optimization schemes, this method is particularly suitable for very
large networks with numerous sources and relays. Simulation
results are presented to demonstrate the performance of this
scheme.

I. INTRODUCTION
In wireless networks, spatial distribution of nodes generally

results in independent fading on different links. This spatial
distribution can be exploited in cooperative diversity [1], [2],
where each node can assist its neighbours in transmitting
information to a data sink. In its simplest form, a cooper-
ative system is a relay system consisting of three nodes: a
source, a relay, and a destination. The relay can use various
cooperative schemes such as decode-and-forward (DF) [3] and
demodulate-and-forward (DemF) [4], [5], to assist the source
in transmitting its information bits to the destination. DemF is
particularly applicable to devices with reduced computational
abilities, such as in wireless sensor networks (WSNs).
In most wireless networks, a source node is typically in

radio range of multiple relays. Eckford et al. [6] introduced
fractional cooperation as a low-complexity cooperative scheme
for such multi-relay systems, to be used in conjunction with
DemF. Using this scheme, a large number of relays retransmit
a small fraction of the source’s transmission bits, so that the
relaying cost is spread over a large number of relays instead
of one – thus, each relay contributes “as much as it can,”
while reserving resources for the transmission of its own
information.
A key challenge in fractional cooperation is resource allo-

cation, in which the system determines what fraction must be
selected for retransmission by each relay. This challenge is
exacerbated in systems with multiple sources, all of which are
competing for the same fractional resource at the relays. In
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this paper, we pose optimal resource allocation in fractional
cooperation as a convex optimization problem, ensuring suc-
cessful transmission while minimizing energy consumption. In
particular, we use linear programming to minimize the number
of transmission bits subject to the constraint that decoding at
the destination is successful. This constraint is derived using
extrinsic information transfer (EXIT) charts [7].
Our approach is partly inspired by [8], in which linear

programming was used in combination with EXIT charts
in order to optimize LDPC degree sequences. Further code-
optimization work for relay channels was given in [9]–[11],
though the current paper concerns resource allocation rather
than code optimization. Related work on resource allocation
was done in [12]. However, in that paper, the union bound
was used for analysis (rather than EXIT charts), which led
to a nonconvex optimization problem. The current paper
is a significant improvement on that work: by stating the
optimization problem in terms of linear programming, one
is guaranteed to efficiently find a global optimum, regardless
of the number of sources and relays. Furthermore, we give
simulation results showing the performance of our approach,
which is especially suitable for large (many-source, many-
relay) networks. Although we focus on DemF cooperation,
our methods can also be applied to DF, which we will discuss
in future work.
The rest of this paper is organized as follows. In section

II, we present a multi-source, multi-relay system model that
represents a wireless network employing fractional coopera-
tion. In section III, we formulate a linear programming model
that will ensure successful transmission while optimizing the
transmission power. In section IV, we verify the validity of our
linear programming model by presenting simulation results.

II. SYSTEM MODEL

A. Relay model
The relay model that we use is an extension of the fractional

cooperation model proposed in [6]: we consider s sources,
r relays, and a single destination. The r relays are shared
amongst all s sources (i.e. each single source has r relays that
assists in its transmission), as shown in Figure 1. Each source
measures a phenomenon, encodes it using LDPC codes, and
broadcasts the encoded codeword to the r relays, as well as the
destination. Using DemF, the jth relay makes hard decisions,
selects a small fraction εj (where, in general, εi != εj for
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Fig. 1. Multi-Source, Multi-relay model.

i != j), re-encodes them using LDPC codes, and transmits
the resulting codeword to the destination. The destination will
then decode each source’s information bits using the received
signal from the r relays, as well as the source itself.
Each source has a length-n information sequence to

transfer to the destination represented by x(Si) =
[x(Si)

1 , x(Si)
2 , ..., x(Si)

n ], where x(Si)
k ∈ {0, 1} and Si represents

the ith source. Each information sequence is encoded by
an LDPC code for each source. Let R ′

1, R
′
2, · · · , R′

s be the
code rates at each source. Therefore the codeword ready
for transmission at the ith source is represented by z(Si) =
[z(Si)

1 , z(Si)
2 , ..., z(Si)

ci ], where ci = n/R′
i is the length of the

codeword.
As shown in Figure 1, there are sr source to relay (S-R),

s source to destination (S-D), and r relay to destination (R-
D) links. We assume these communication links use binary
phase shift keying (BPSK) for data modulation. We define the
function φ : {0, 1} → {+1,−1} as the modulation function
where 0 is mapped to a +1 and 1 is mapped to -1. With slight
abuse of the inverse notation, the demodulation function is
defined as

φ−1(y) =

{
0 if y ≥ 0
1 otherwise

, (1)

The S-D links are therefore given by

y(Si,D) = φ(z(Si)) + n(Si,D), (2)

where Si corresponds to the ith source and n(Si,D) is AWGN
with variance σ2

(Si,D). The channel SNRs for each of the s
S-D links are represented by γ(Si,D) = 1/(2σ2

(Si,D)).
The S-R links are also given by

y(Si,Rj) = φ(z(Si)) + n(Si,Rj), (3)

where Si and Rj correspond to the ith source and the jth relay
respectively and n(Si,Rj) is AWGN with variance σ2

(Si,Rj)
.

Therefore, all the S-R links can be represented by sr channel
SNRs, γ(Si,Rj) = 1/(2σ2

(Si,Rj)
).

B. Demodulate-and-forward

In DemF, a relay first demodulates the signal received from
a source. This process can be formulated as

z(Si,Rj) = φ−1(y(Si,Rj)), (4)

where z(Si,Rj) is the results of hard decisions (demodulation)
for the jth relay assisting ith source. Each relay then selects
a fraction of the demodulated signal, re-encodes it using error
correcting codes and retransmits to the destination.
The vector b(Si,Rj) represents the demodulated bit positions

selected for retransmission to the destination: if b
(Si,Rj)
k = 1,

then the kth bit is relayed; if b
(Si,Rj)
k = 0, then the kth bit

is not relayed. Therefore, the demodulated sequence resulting
from the jth relay assisting ith source is available at the
destination as

y(Si,Rj,D)
DemF = b(Si,Rj) & φ(z(Si,Rj)), (5)

where & is element-wise multiplication of vectors, z(Si,Rj) is
given by equation (4), and y (Si,Rj,D)

DemF represents the results
of demodulations available at the destination. The elements
of y(Si,Rj ,D)

DemF can take three possible values: +1 (representing
a demodulated 0 bit), −1 (representing a demodulated 1 bit),
and 0 (representing a position that is not selected for relaying).
The channel LLR for the S-D link is calculated as

!(Si,D) = 2y(Si,D)/σ2
(Si,D) = 4γ(Si,D)y(Si,D), (6)

and for the S-Rs link as

!
(Si,Rj ,D)
DemF = y(Si,Rj ,D)

DemF log

[
1 − p

(Si,Rj)
Dem

p
(Si,Rj)
Dem

]
, (7)

where p
(Si,Rj)
Dem is the probability of demodulation error at the

jth relay assisting ith source given by

p
(Si,Rj)
Dem =

1
2
erfc

(√
γ(Si,Rj)

)
. (8)

Consequently, the message LLR input to the iterative LDPC
decoder of the ith source can be calculated as

!(Si)
DemF = !(Si,D) +

r∑

j=1

!
(Si,Rj,D)
DemF . (9)

In DemF any type of code (such as RA codes or irregular
LDPC codes) can be used. For simplicity we assume that using
powerful and capacity approaching codes such as RA [14],
and irregular LDPC [15] codes, over R-D links, can result
in perfect recovery of demodulated bits at the destination, at
rates close to capacity. Thus, for any DemF system, we will
assume that a capacity-approaching code is used in the R-
D link, and is decoded without error. However, for a fixed
number of information bits, the total number of transmitted
bits over the R-D link will depend on the capacity, which is
a function of the link SNR, written γRi,D for the ith relay.



III. LINEAR PROGRAMMING MODEL

In this section we present a linear programming model that
will minimize the number of transmission bits of a multi-
source multi-relay system, described in the previous section,
subject to the constraint of successful transmission. In the
next section we will confirm these methods by presenting
simulations.

A. Key Assumptions and Definitions
We consider the multi-relay, multi-source system, explained

in section II, with r relays and s sources. For each source, we
have r relays, and therefore r source-relay (S-R) and relay-
destination (R-D) links (as well as a single source-destination
(S-D) link). Without loss of generality, we assume that the
all-zero codeword is transmitted by each source, which is
equivalent to the all-(+1) channel codeword. We assume all
links are independent AWGN channels, represented with their
respective channel SNR.
Define a vector of length s, γSD , as

γSD =
[
γ(S1,D) γ(S2,D) · · · γ(Ss,D)

]T
. (10)

As explained in section II, for simplicity, we assume that for
DemF the R-D links are perfect. We define ε(Si,Rj) as the
fraction of ith source transmission that was forwarded by the
jth relay. We define a vector of length sr, ε, as

ε =
[
ε(1,1) · · · ε(1,r) ε(2,1) · · · ε(2,r) · · · ε(s,1) · · · ε(s,r)

]T

(11)
where the elements represent the fractions that are selected for
retransmission by each relay for each source.
In [8] it was shown that messages passed in the LDPC

decoder can be (approximately) represented using a single
parameter – in that paper, message error probability was used,
but in this paper, we use the mean of the LLR messages.
Therefore, for LDPC codes, an approximate minimum channel
LLR mean required for successful decoding, written m !min ,
can be calculated using simulations and EXIT chart analysis.
Hence, we can assume that if the channel LLR mean, m!,
that is input to the iterative decoding algorithm, satisfies
m! ≥ m!min , the iterative decoding process is assumed to
be successful.
Since for each source we can have a different minimum

channel LLR mean requirements, we define a vector of length
s, m!min , as vector with s elements that are

m!min =
[
m{1}

!min
m{2}

!min
· · · m{s}

!min

]T
, (12)

where m{i}
!min

is the minimum channel LLR mean threshold
for the ith source.

B. Successful Transmission Requirements
As described in the previous section, in order to ensure

successful transmission and decoding at the destination, the
mean of the input channel LLR should be greater than a
minimum,m!min . Therefore, we need to calculate the mean of
the input channel LLRs. In this section we present a theorem

for calculation of the input LLR mean to the decoder for
DemF.
Theorem 1: For the system described in section II, assum-

ing that the relays use DemF, the channel mean that is input
to the iterative decoder for the ith source, S i, is given by

m(DemF )
!i

=

2γ(Si,D) +
r∑

j=0

ε(Si,Rj)(1 − 2p
(Si,Rj)
Dem ) log

[
1 − p

(Si,Rj)
Dem

p
(Si,Rj)
Dem

]
,

where γ(Si,D) is the channel SNR between the ith source and
the destination, p(Si,Rj)

Dem is the probability of hard decision
error at the relay given by equation (8) and ε (Si,Rj) the fraction
selected by each relay.

Proof: When the relays use DemF the input LLR to the
iterative decoding algorithm at the destination will consist of
summation of, !(Si,D) and !(Si,Rj) as shown in equation (9)
in section II. For the single S-D link the channel LLR mean
is calculated as

m(Si,D)
! = 2γ(Si,D), (13)

where γ(Si,D) is the channel SNR of the S-D link for the ith
source. This is the first term in Theorem 1.
Since we have assumed that the R-D links are perfect,

!(Si,Rj) represents the LLR of hard decisions at the jth
relay. From equation (7) we know that the channel LLR
mean for !(Si,Rj) depends on p

(Si,Rj)
Dem the probability that

an error occurs when making hard decisions at the jth relay
retransmitting ith source signal. If for example we assume
y(Si,Rj) (the results of hard decisions mapped to +1 and -1
instead of 0 and 1) is all-(+1) the channel LLR mean is given
by

m
(Si,Rj)
! = log

[
1 − p

(Si,Rj)
Dem

p
(Si,Rj)
Dem

]
, (14)

where p
(Si,Rj)
Dem is calculated according to equation (8).

In general since according to our assumption the all-zero
codeword was transmitted by the source, assuming the length
of the codeword is m, the expected number of +1s in the
demodulated sequence is (1 − p

(Si,Rj)
Dem )m while the expected

number of -1s in the sequence is p
(Si,Rj)
Dem m. Therefore, the

LLR average is calculated as
[
(1 − p

(Si,Rj)
Dem )m − p

(Si,Rj)
Dem m

]
log

[
1 − p

(Si,Rj)
Dem

p
(Si,Rj)
Dem

]

m
=

(1 − 2p
(Si,Rj)
Dem ) log

[
1 − p

(Si,Rj)
Dem

p
(Si,Rj)
Dem

]
.

(15)

Since the relay will only forward, ε(Si,Rj) fraction of the
demodulated sequence which is equivalent to replacing the
unselected positions with zero, the channel LLR mean for the
jth relay is given by

m
(Si,Rj)
! = ε(Si,Rj)(1− 2p

(Si,Rj)
Dem ) log

[
1 − p

(Si,Rj)
Dem

p
(Si,Rj)
Dem

]
. (16)



Finally, since all the channel LLRs from the sources and
relays have a symmetric Gaussian distribution, the mean of
their sum is the sum of all the channel LLR means of S-D
and R-D links; That is for the ith source Si

m(DemF )
!i

= m(Si,D)
! +

r∑

j=0

m
(Si,Rj)
! . (17)

Corollary. For the system described in section II assuming
that the relays use DemF the transmission and the decoding
process is successful whenever

m(DemF )
!i

≥ m!min . (18)
This corollary follows directly from Theorem 1 and the EXIT
chart analysis.

C. Energy Minimization
In the previous section we discussed the criteria for suc-

cessful transmission and decoding at the destination for DemF
based on input channel LLR means. In this section we present
a linear programming model that minimizes the number of
transmission bits (i.e. transmission power), subject to the
constraint that the decoding is successful. In this section we
derive a linear programming model that achieves this task.
In our model the objective is to minimize the number of

transmitted bits with the constraint of successful decoding
at the destination, where decision variables are ε(Si,Rj), the
forwarding fractions of relays.
If DemF is used by the relays, and the ith source has a

codeword of length mi to transmit to the destination, the
objective function is given by

f(ε) =
s∑

i=0

mi +
s∑

i=0

r∑

j=0

ε(Si,Rj)mi

Ri,j
, (19)

Since in section II we assumed the R-D links are perfect
through the use of powerful capacity approaching codes,
we can replace Ri,j with the capacity of the corresponding
channel. We can also omit the constant terms since they have
no effect on the optimization. Therefore, the objective function
can be simplified to

f(ε) =
s∑

i=0

r∑

j=0

ε(Si,Rj)mi

C(γ(Rj ,D))
, (20)

where C(γ(Rj ,D)) is the channel capacity between jth relay
and the destination.
To derive the constraints for DemF, we define a variable

g(Si,Rj) as

g(Si,Rj) = (1 − 2p
(Si,Rj)
Dem ) log

[
1 − p

(Si,Rj)
Dem

p
(Si,Rj)
Dem

]
, (21)

where the term on the right side is derived in equation (15), and
represents the R-D link channel LLR mean before fractional
selection at the relays. An s × (sr) matrix, GSR, is defined
such that the rows of the matrix represent each source and the

columns represent sr S-R channels. The columns are listed in
the order of

(S1, R1) · · · (S1, Rr) (S2, R1) · · · (S2, Rr) · · · (Ss, Rr),
(22)

which represents the relays 1 through r forwarding for the
first source, and then for the second source, and so on. For
the ith, row the only nonzero elements are columns (S i, R1)
to (Si, Rr), where the values are the SNRs of corresponding
S-R channels. Furthermore, let

gi,SR = [g(Si,R1), g(Si,R2), . . . , g(Si,Rr)] (23)

represent the row vector of S-R channel SNRs from source S i

to all r relays. Matrix GSR is then given by




g1,SR 0r · · · 0r

0r g2,SR · · · 0r
...

...
. . .

...
0r 0r . . . gs,SR




, (24)

where 0r is a row vector of r zeros.The constraints can be
derived using Theorem 1 and matrix GSR as

GSRε ≥ m!min − 2γSD, (25)

where ε, m!min , and γSD are given by equations (11), (12),
and (10), respectively. Further constraints are required on ε to
obtain a meaningful result, namely that

0 ≤ ε(Si,Rj) ≤ ε′(Si,Rj)
, (26)

where ε′(Si,Rj)
≤ 1. (Setting ε′(Si,Rj)

< 1 implies that there
are limits on the resources relay Rj is prepared to commit to
source Si.) Thus, the linear program is described by the linear
objective function in (20) and linear constraints in (25)-(26).

IV. EXPERIMENTAL RESULTS
In this section, through simulation, we show the good

practical performance of the estimated solution. To do this
we will present two sets of simulations, one to prove that
the concept works through a simple example, and another to
show the method gives useful and accurate results in a realistic
scenario. For all of our simulations we use a (3,6) regular
LDPC code to encode the data, and therefore all sources have
the same codeword length. Using EXIT chart analysis of the
(3,6) regular LDPC code, we have calculated the convergence
threshold for channel LLR mean as m!i = 2.53.

A. Simple Example
For our simple example we consider a system with 2 relays

and a source as well as a system with 50 relays and a source.
The system is considered simple since we assume that all
the links in the system have the same SNR. Therefore, the
objective function is a minimum when all the ε (Si,Rj) are the
same. For our two relay, single source system, we assume
that the normalized SNR on all the links is −1.5dB. Using
our linear programming model the fraction to be forwarded
by the two relays for DemF is ε(DemF ) = 0.2926. Our 50
relay, single source model, is adjusted in such a way to have
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Fig. 2. DemF frame error rate and bit error rate.
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Fig. 3. DemF and multi-source frame error rate and bit error rate.

the same threshold values. Hence, for DemF the normalized
SNR on all the links is −10.32dB.
Figure 2, shows the resulting BER and FER for DemF with

the frame size of 10k and 100k. Since our linear programming
model relies on exit chart analysis it will be more accurate as
the frame size or number of relays increase. This effect is
captured in these graphs and it can be seen that for the case
of 50 relays the curve drops close to the threshold ε.

B. Realistic Example
For our realistic example, we consider a DemF cooperative

scheme with 5 sources and 50 relays where the channel
SNRs on each link is randomly selected from a Gaussian
distribution with mean −9dB and variance 1dB. Also, we set
ε′(Si,Rj)

= 0.25 instead of 1, which takes into account the fact
that each node may be unwilling to allocate its entire resources
to cooperation. Since the SNRs on each link are different, the

problem becomes highly non-trivial. By running our linear
programming model we can calculate the values of ε (Si,Rj).
Figure 3 represents the result of simulating such a system.

The x-axis represents the value that is added to non-zero
ε(Si,Rj) (since some relays might not be selected to forward
any information for a particular source) that were calculated
using the linear programming model. The y-axis represents
the error rate in terms of BER and FER. We average the BER
and FER of the five source to achieve one single curve. As
we can see from the graph both curves drop quickly after the
threshold value.
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